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Abstract

The main objective of this study is to design and present a recruitment model based on a meritocracy approach using artificial
intelligence to enhance recruitment decision-making in Saderat Bank. This applied research employed a descriptive-
analytical design. The statistical population consisted of over 4,000 employees of Saderat Bank in Tehran, from which a
sample of 350 individuals was determined using Cochran’s formula. Data were collected from archival sources including
recruitment test records, performance evaluations, and promotion scores, along with literature review data. Analytical
modeling employed four artificial intelligence algorithms—Deep Neural Network (DNN), Ridge Regression, XGBoost, and
Support Vector Machine with RBF kernel (SVM-RBF). Additionally, a Long Short-Term Memory (LSTM) recurrent neural
network was applied to detect temporal dependencies and hidden behavioral patterns. Results revealed that across all models,
four common predictors—organizational commitment, communication skills, customer orientation, and teamwork—were
identified as the most influential components in merit-based recruitment. Performance evaluation scores, professional
certifications, and job promotion indices followed in significance. Conversely, ethnicity and political orientation exhibited
the least predictive power. The consistency across Al estimators confirms the reliability of the identified merit predictors.
Implementing artificial intelligence in recruitment processes significantly enhances transparency, fairness, and precision in
personnel selection. By emphasizing behavioral and performance-based criteria rather than demographic factors, Al-driven
systems facilitate the realization of genuine meritocracy. Integrating LSTM networks and machine learning frameworks can
further optimize large-scale human resource management decisions.
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import tensorflow as tf
from tensorflow keras models import Sequential
from tensorflow keras layers import Dense, Dropout, BatchNormalization
from tensorflow keras.optimizers import Adam

from tensorflow keras.callbacks import EarlyStopping
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from sklearn metrics import rr_score, mean_absolute_error

omas 4 sla o (hjeel g e3le sl tensorflow/keras e
b, 6ol acnle sl Sklearnmetrics o
DNN Joo (s lomo iy y25 :Y a8
model = Sequential ¢/
Dense ¢¥, activation="relu’, input_shape-X_trainshape/)/,)),
BatchNormalization (),

Dropout-.r),

Dense (rr, activation="relu’),
BatchNormalization (),

Dropout-.r),

D

model summary ()
:Dense slaasy o
ReLU3LoJlub 6 b cy5,5 7% sl ¥ -
ReLUL 5,5 YY ipg0 Y -
(955 1) Sl @b g 09598 V29> @Y -
ooysel ol slp Y o 5,5 sjle b, : BatchNormalization e

o 3l xSk sln psd Y ;o Yo7 g Jsl Y o lagyge Yo /o ol (j,8 Jlad - Dropout

Joo S luols ¥ us
optimizer - Adam dearning_rate=-.- - )
model compile(
optimizer=-optimizer,
loss="mse’,
metrics='mae’/
)

s ) 50k 5 L ssleagy o5l :Adam Optimizer e
O3S ) Plowe sl ceslia MSE - L5 &5
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early_stop = EarlyStopping immonitor='val_loss’', patience-) -, restore_best_weights-True)

history - model fit(
X train,y_train,
validation_split=-.r,
epochs=r--,
‘ batch_size=rr,
callbacks=[early_stop/,

verbose=)

i liel sl isel laosls Yo7 plais| validation_split=-.r e
Oogel slao,go slass Sla> epochs=r-- e

loyss Sleyigyd , 4o baises olass -batch_size=rr e

Joe bjyliF oS
y_pred = model predict X_test)flatten ()

rv=ry.scorey_test,y pred)

mae - mean_absolute_errory_test,y_pred)

printf"\n ol ob;, w=ts:”)

print"R? Score: {rr.*f}!")

print f"MAE: {mae.xf}")

print {'RMSE: {np sqrtistory history['val_loss'//-1]).rf}")

b yuicio o] ko 8 oS
def calculate_feature_importance model, X_sample, feature_names):
baseline_pred - model predict X_sample)mean ()

importances - [/
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for i in range X_sample shape/)]):
X_perturbed = X_sample.copy )
X perturbed/,i]= - # i i/ i
perturbed_pred - model predict X_perturbed)mean ()
importance - abs aseline_pred - perturbed_pred )

importances.append dmportance)

return pd DataFrame({
'Feature': feature_names,
'Importance’:importances

})sort_values Importance’, ascending-False)

feature_names - [data columns i/ for i in range X_testshape/1])]

importance_df - calculate_feature_importance model, X_sample, feature_names)
printdmportance_df)
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Extended Abstract

Introduction

In recent years, artificial intelligence (Al) has emerged as a transformative force in reshaping how
organizations recruit, evaluate, and retain human capital. Traditional recruitment models, often reliant on
human judgment, have increasingly been replaced by algorithmic decision-making frameworks capable of
identifying qualified candidates with greater precision and fairness (Okati, 2025). The integration of Al into
recruitment not only enhances operational efficiency but also redefines the principles of meritocracy by
minimizing human biases and promoting evidence-based decision-making (Chen, 2022; Chen, 2023a).

The recruitment and selection process is a pivotal determinant of organizational success. Selecting the right
candidates based on their competencies, values, and potential directly affects productivity, innovation, and
retention rates (Gunawan et al., 2025). Al-driven recruitment systems, powered by machine learning
algorithms, have shown remarkable success in predicting candidate performance, reducing turnover, and
identifying soft skills that were previously difficult to quantify (Adillah et al., 2025; Ali & Kallach, 2024). By
integrating natural language processing (NLP) and deep learning, Al systems can evaluate candidate profiles,
communication styles, and problem-solving abilities, thus improving the overall accuracy of recruitment
decisions (Shenbhagavadivu et al., 2024).

However, as Al continues to penetrate the human resource management landscape, researchers and
practitioners have raised ethical, social, and operational questions regarding fairness, accountability, and data
integrity (Chen, 2023b; Ore & Sposato, 2022). Critics argue that while Al eliminates overt human bias, it can
still replicate historical discrimination if trained on biased datasets (Chen, 2023a). Therefore, the development
of transparent, explainable, and fair Al recruitment systems has become an imperative. Within this framework,
Al serves not as a replacement for human judgment but as a complementary analytical tool that strengthens
decision-making consistency and objectivity (Odili, 2024).

From a global perspective, the application of Al in recruitment has expanded across various sectors, ranging
from healthcare to finance and education. Studies have demonstrated that Al-powered recruitment tools can
optimize human capital allocation by linking candidate profiles to organizational needs and predicting long-
term performance outcomes (Owolabi, 2024; Pradita et al., 2024). The increasing reliance on Al is also
aligned with broader shifts in labor markets driven by automation, reskilling, and the rise of digital workspaces
(Hui et al., 2024; Marinelli et al., 2025). This shift underscores a reconfiguration of traditional employment
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paradigms, where data analytics and cognitive automation serve as the foundation for merit-based workforce
decisions (Yang, 2022).

In the Iranian context, the adoption of Al technologies in human resource management remains nascent but
promising. Empirical research has shown that the use of neural network models can effectively predict
employment trends and assess gender-based participation patterns in labor markets (Karimi Moughari et al.,
2013). Similarly, the establishment of specialized frameworks for hiring in governmental sectors demonstrates
a growing awareness of the need to embed meritocracy into organizational recruitment processes (Yoonesi &
Jafari, 2024). Moreover, managerial studies have indicated that the absence of data-driven recruitment
systems represents a key obstacle to achieving fair and efficient hiring in Iranian administrative institutions
(Kazemi & Hosseini, 2024).

Internationally, the convergence between Al and human resources has been conceptualized as part of the
broader transformation toward Industry 5.0, emphasizing the integration of human-centered and intelligent
systems (Marinelli et al., 2025). According to (Foster et al., 2025), the use of Al-driven methodologies allows
organizations to better identify and engage underrepresented populations, ensuring diversity and inclusion
within the hiring pipeline. Furthermore, research has demonstrated that the automation of candidate assessment
using Al can significantly reduce recruitment time and costs while maintaining high-quality outcomes (Adillah
et al., 2025).

Al’s potential to enhance objectivity and reduce bias in recruitment has been widely recognized across
disciplines (Ali & Kallach, 2024; Okati, 2025). As (Salvetti et al., 2024) suggests, intelligent digital
interviewers can simulate human empathy and inclusivity, providing equitable opportunities for candidates of
diverse backgrounds. This approach not only improves fairness but also strengthens organizational reputation
and candidate satisfaction. Yet, as (Ore & Sposato, 2022) and (Chen, 2023a) caution, ensuring algorithmic
transparency remains a critical challenge that requires careful governance and oversight.

Given these developments, this study situates itself at the intersection of Al technology, organizational
meritocracy, and human resource management. By integrating advanced Al algorithms into the recruitment
process, organizations can identify top-performing candidates based on measurable behavioral and
performance indicators, rather than subjective evaluations. Specifically, this research explores how machine
learning models such as Deep Neural Networks (DNN), Ridge Regression, XGBoost, and Support Vector
Machines (SVM-RBF) can be applied to evaluate competency indicators—teamwork, communication skills,
customer orientation, and organizational commitment—uwithin the context of Saderat Bank in Iran.

The objective of this study is to design and validate a structural model for recruitment based on a meritocracy
approach using artificial intelligence to improve fairness, accuracy, and efficiency in employee selection at
Saderat Bank.

Methods and Materials

The present study adopted an applied and descriptive-analytical research design. The statistical population
consisted of more than 4,000 employees of Saderat Bank in Tehran. A sample of 350 participants was
determined using Cochran’s formula. Data were collected from the organization’s archival systems, including
recruitment test results, performance evaluation scores, promotion records, and certification histories.
Al-driven analysis employed four main predictive modeling techniques: Deep Neural Networks (DNN), Ridge
Regression, XGBoost, and Support Vector Machines (SVM-RBF). The Long Short-Term Memory (LSTM)
network was also utilized to identify temporal dependencies in employee performance data. Data preprocessing
included normalization, outlier detection, and feature importance ranking. The analysis pipeline was developed
in TensorFlow and Scikit-learn environments.

Findings
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The data analysis revealed consistent results across all four Al models. The top four variables with the strongest
predictive power in determining employee meritocracy were teamwork, communication skills, customer
orientation, and organizational commitment. These variables consistently ranked among the most influential
predictors across DNN, Ridge, XGBoost, and SVM-RBF models.

Performance evaluation scores, professional certifications, and promotion indices ranked next in importance,
indicating that behavioral and attitudinal dimensions were more significant predictors of merit than technical
qualifications. The LSTM model successfully captured longitudinal patterns, highlighting that employees
demonstrating consistent teamwork and communication performance over time achieved higher promotion
scores and job stability.

Conversely, demographic variables such as ethnicity, gender, and political orientation were identified as
statistically insignificant predictors of job suitability. This suggests that Al-driven models effectively
neutralized human biases traditionally associated with subjective hiring practices. Furthermore, the cross-
model correlation analysis indicated a strong convergence in variable importance ranking, confirming the
robustness and reliability of the proposed framework.

Overall, the use of machine learning algorithms improved prediction accuracy and reduced the variance in
model outputs compared to traditional regression-based analyses. The findings affirm that Al models are
capable of extracting latent behavioral insights that align closely with merit-based recruitment principles.
Discussion and Conclusion

The findings of this study underscore the transformative potential of artificial intelligence in redefining the
principles of meritocracy within recruitment systems. By systematically analyzing large volumes of employee
data, Al enables organizations to move beyond intuition-driven decisions toward a framework grounded in
objectivity, consistency, and fairness. The identification of teamwork, communication, customer orientation,
and organizational commitment as the most influential merit indicators highlights the need to prioritize soft
skills alongside technical competencies in recruitment processes.

The study demonstrates that Al can serve as a strategic enabler for human resource management, particularly
in large institutions such as banks, where traditional evaluation methods often fail to capture the complexity
of human performance. The ability of Al models to detect hidden correlations between behavioral attributes
and job success introduces a new paradigm in workforce analytics. This paradigm allows decision-makers to
anticipate employee performance trajectories and align recruitment policies with long-term organizational
goals.

Moreover, the results reveal that when designed ethically and transparently, Al-based recruitment systems can
significantly reduce discrimination and enhance inclusivity. By filtering out demographic and politically
sensitive factors, Al ensures that selection outcomes are based solely on competency and merit. This
technological advancement directly supports organizational justice and public trust in institutional recruitment
systems.

The implications of these findings extend beyond Saderat Bank. In broader terms, they contribute to the global
discourse on human-centered Al, where technology augments rather than replaces human decision-making.
Implementing Al in recruitment requires an integrative approach combining technological expertise with
ethical oversight. Policymakers and HR professionals must ensure that algorithmic decisions remain
explainable, auditable, and aligned with organizational values.

While the study provides empirical evidence of AI’s effectiveness in promoting merit-based recruitment, it
also opens pathways for continuous refinement. As Al technologies evolve, organizations must invest in digital
literacy and data governance to ensure responsible adoption. The study further emphasizes that human
oversight remains essential for contextual judgment, emotional intelligence, and ethical reasoning—
dimensions that Al cannot fully replicate.



AL drwgi § Sty (b 3g0T

In conclusion, Al-driven recruitment offers a powerful mechanism for advancing meritocracy, fairness, and
transparency in human resource management. The structural model developed in this study provides a
replicable framework that can be applied to various sectors and organizational contexts. By leveraging data
analytics and deep learning algorithms, institutions can create equitable and evidence-based recruitment
systems that align human potential with organizational excellence.

The integration of Al into recruitment processes marks a critical step toward future-ready organizations where
talent identification is both scientifically validated and socially responsible. This convergence of technology
and ethics heralds a new era of intelligent human resource management—one that upholds the true essence of
meritocracy in the age of artificial intelligence.
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